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Abstract

Constrained random simulation methodology still plays an important role in hardware verification due to the limited scalability of formal verification, especially for the large and complex design in industry. There are two aspects to measure the stimulus generator which are the quality of the stimulus generated and the efficiency of the generator. In this paper, we propose a self-tuning method to guide the generation for constrained random simulation by SAT solvers. We use a greedy search strategy in solving process to get the high-uniform distribution of the stimulus, and improve the efficiency of the generator by affinity grouping. Experimental results show that our methods can generate more uniform random stimulus with good performance.
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1. Introduction

Constrained random stimulation is mainly adopted by industrial verification because of the inherently unscalability of the formal verification methodology [1]. A set of constraints is used to limit and control the input combinations that are sent to the design, and then the simulation enable partial validation of large designs even in the case that errors are hidden sequentially deep. It is a combination between formal methods and random simulation.

One of the previous works is to build a weighted BDD from the input constraints [2]. The stimuli with desired distribution are driven from the root to the terminal vertex. It requires the variables ordered and causes the memory blowups in the case of large designs even in the case that errors are hidden sequentially deep. It is a combination between formal methods and random simulation.

The rest of this paper is organized as follows: In Section 2, the distribution problem is defined in detail. To settle this problem, Section 3 proposes a methodology based on affinity grouping and greedy algorithm. In Section 4, the performance of the proposed method is verified based on the widely accepted cases. Finally, the conclusion is drawn in Section 5.

2. Problem Definition

In constrained random simulation(CRS), the stimulus generator must obey the input constraints in order to avoid generating invalid stimuli that might lead to false negative verification results.

First of all, in order to meet the coverage goals as quickly as possible, it requires that the distribution of the input vectors derived by the generator should closely match the distribution of the coverage points. In the absence of the information about the distribution of coverage points, the best choice for the inputs is the ones with high-uniform distribution. It is easy to understand that maximizing the discrepancy of the input stimuli can augment the chance of entering unexplored space. A random pre-assignment of variables for the DPLL-style SAT solvers is used in [7] attempting to get a good distribution of the stimuli. However, the quality of the generation has much to do with the case of pre-assignment. Unsuitable decision may skew the solutions into a corner case and lead to highly non-uniform.

Another way to address the problem is drawn from AI community [8,11]. In [8], it uses random-walk to achieve uniformity of the distribution. But the performance is decreasing sharply for the large constraint sets. An alternative is presented in [11], which modifies the CNF-based instance with randomly generated XOR constraints guiding the SAT solver to sample more evenly among its solution space. However, the final generated solutions from both above methods are distributed with some randomization. In this paper, we use a greedy algorithm to dynamically guide the solution solving process. Targeted extra constraints are added into the constraint set according to the current sampling in order to direct the generator to the uniform distribution. Furthermore, performance of the generator is improved by affinity grouping for the input variables.

The rest of this paper is organized as follows: In Section 2, the distribution problem is defined in detail. To settle this problem, Section 3 proposes a methodology based on affinity grouping and greedy algorithm. In Section 4, the performance of the proposed method is verified based on the widely accepted cases. Finally, the conclusion is drawn in Section 5.
regions of the state space. It is simple to use the Shannon’s entropy for evaluating the distribution of the solution vectors.

\[ E_S = -\frac{\text{num}_\text{diff}(S)}{N} \log_2 \left( \frac{\text{num}_\text{diff}(S)}{N} \right) \]  

(1)

where \( \text{num}_\text{diff} \) is the number of different stimuli in simulation patterns \( S \) examined from the input constraints set, and \( N \) is the number of all possible patterns. The value of the formula ranges from 0 to 1 where lower entropy indicates the evener distribution. In the extreme best condition, the simulation patterns are full of the whole solution space and all the state space is covered.

In this paper, we use SAT solvers to get the stimulus, therefore almost all the generated solutions are unique that it is not able to differentiate between the two groups for the patterns. So we utilize the piecewise-uniform evaluation to avoid the situation that points center on corners of the solution space, in order to increase the level of input "surprise", leading to the state space of design more fully.

Assume that the size of the solution space is separated into \( m \) pieces, which are \( N_0, N_1, \ldots, N_m \). The entropy of each piece is defined as below according to Equation 1:

\[ E_{S_i} = -\frac{\text{num}_\text{diff}(S_i)}{N_i} \log_2 \left( \frac{\text{num}_\text{diff}(S_i)}{N_i} \right) \]  

(2)

Instead of the complete evaluation value, we can evaluate the whole solution vectors with the average of piecewise-uniform values, which is adequate to dedicate the tendency of the patterns uniform, which can also determine the corner case of the distribution. Our goal is to find sample minimizing piecewise-uniform evaluation with input constraint limits.

3. Methodology

In this section, we first present the framework for stimulus generation with self-tuning. Then the core component of affinity grouping and the greedy algorithm in the search processing are applied for the stimulus generation.

Fig. 1: the framework of the Constrained Random Simulation with self-tuning using affinity grouping and greedy search.

3.1. CRS framework

The framework for CRS is illustrated by Fig.1. It includes three parts: stimulus generator (Fig.1.a), design under test (Fig.1.b) and the monitor with coverage analyzer (Fig.1.c). As mentioned above, we focus on the generator with self-tuning to refine the input stimuli. Our strategy focuses on (Fig.1.a).

Firstly, we analyze the connection of input variables in the stimuli according to the constraints set and complete the affinity grouping. Our strategy is to collect the variables with less connection as a group and make sure the solution full of this part of space as much as possible. The domain of the solution space is decomposed by the groups so that we can evaluate the uniform to determine the corner case which would be handled by the greedy search. The partition is only processed only once in the flow, so the cost of the runtime is shared by the loop generation, making it negligible.

Input constraints are sent to a DPLL-style SAT solver in order to get a single solution as the stimulus sample and the uniform is evaluated as piecewise during the solving process. We use the evaluation result and the current sample to guide the greedy search, producing extra constraints targeting at jumping out of corner area.

Fig.2 displays the pseudo-code for the top level of the presented sampling algorithm. The AffinitGrouping() (Line 1) is the function to implement the Affinity grouping, and GreedySearch() (Line 10) is the procedure that produces the targeted extra constraints used to avoid the corner case. We use the Recovery() (Line 16) process to handle the unsatisfiable result of the SAT solver. The variable extra is a tag to check the backtracking of the extra constraints. If there are no extra constraints after recovery but the result of the constraints solving is still unsatisfiable, it means that there are not enough solutions for the constraints to generate the stimuli with the desired number. The next subsections provide more detail knowledge.

As mentioned in Section 2, SAT solvers do not guarantee the distribution of the generation. The value of new solution at each time of the generation may be different at only few variables. We use the piecewise-uniform evaluation to distinguish the corner case of the stimuli generated by SAT solvers.

Our strategy is to group the input variables with fewer constraint relationships. On the one hand, it can provide the piecewise for the distribution evaluation, which would avoid the corner skew in the stimulus generation. On the other hand, the variables directly connected by the constraints are to be separated into different groups. It means that tuning with one group unit will immediately has an affect on other groups in the solving process because of the constraints between them, which would improve the efficiency obviously. We complete the affinity grouping using relational graph partition.

3.2. Affinity grouping with graph partition
The goal of this procedure is to minimize the total connections between groups while ensuring that vertices among each group have fewer affinities. This objective leads to the proper piecewise evaluation and efficiency improvement for solving process. We perform recursive bisection, which is to make multiple cuts until the variable set is partitioned to a desired granularity. To identify the variables with fewer affinities, we use the relational graph, where variables are nodes; connections are edges and the more direct connections, the less weighted edges between the input variables.

**Input:**
- $u$: bit-width
- $K$: number of expected stimuli
- $Cons$: specified constraints

1. `AffinitGrouping(); /*divide the variables into groups*/`
2. `curr_num := 0; /*current number of the stimuli*/`
3. `extra := 0; /*whether to add the extra constraints*/`
4. `limit := 0;`
5. `while(curr_num < K){`
6. `Solver(Cons);`
7. `if[sat]{`
8. `stimuli ∪ solution; /*get a new stimulus*/`
9. `Cons ∪ ~ (solution); /*not to repeat the stimuli already in existence*/`
10. `GreedySearch(solution);`
11. `}`
12. `else{`
13. `if[not extra]`
14. `exit(); /*no enough solution for the stimuli expected*/`
15. `else `
16. `extra = Recovery();`
17. `}`

Fig. 2. top level of the stimulus generation with self-tuning

Firstly, we construct totally connected graph with input variables as vertices and weight the edges of the vertices with the total number of the constraints. Then, real constraints between the variables cause the weight value to have decreased by one. After considering all the input constraints, we could build a complete relational graph as requested.

According to Equation 2, we just need to guarantee the difference of the input vectors in each group and make sure the solutions are full of the whole piece space as much as possible.

### 3.3. Greedy search during the generation process

We propose a mechanism of self-tuning, where the current generated solution can guide the following generation process. Our objective is to guarantee the difference of the input vectors in each group and make sure the solutions are full of the whole piece space as much as possible.

We use the Equation 2 to determine the impact of current generated stimulus on the distribution. We suppose that the ones where no entropy value change occurs are the potential corner cases. Pick out all the cases to form the targeted extra constraints. It is a greedy algorithm in order to prevent the next solution from falling into the parts already existed in these pieces. If all pieces are changed along with the new stimulus, pick up the one with largest entropy instead. The extra constraints in addition to constraint set are sent into the SAT solver for the next new stimulus. Executing the constraints adding-and-solving process in a loop until no satisfiable result is obtained.

The unsatisfiable result from the SAT solver indicates that the greedy search leads solution into illegal areas according to the input constraints. We propose a recovery to pull it back. Considering the efficiency of the generator, we cut the relative constraints in half when unsatisfiability occurs.

### 4. Experimental Results

We implemented our sampling algorithm for constrained stimulus generation with self-tuning called SGST (stimulus generator with self-tuning). We also implemented the DPLL-based random sampling and the near-uniform sampling algorithm using XOR constraints for comparison of the efficiency, robustness and the distribution quality with our methods.

We derived our benchmarks from the ISCAS89 Sequential Benchmark Circuits [9]. They were expanded for some time-frame like bounded model checking (BMC) [10] and translated into Conjunctive Normal Form (CNF) constraints which is completed by Perl script in linear time. We use the Minisat as solver engine.

For the DPLL-based random sampling, we used the Minisat for repeatedly generation of solutions. We chosen the pre-assignment at random and gain a stimulus at each generation. For the sampling with XOR constraints, we added the XOR constraints randomly between input variables of the circuit to reduce the solution space with high probability, consequently achieving more even distribution.

In order to evaluate the sampling distributions of the algorithms, we use a simple entropy statistics for each variable, which is an evaluation for the distribution of 0s and 1s for a single variable.

$$ E(X) = \sum_{i=1}^{n} \left( -\frac{N_{1i}}{K} \log_2 \left( \frac{N_{1i}}{K} \right) - \frac{N_{0i}}{K} \log_2 \left( \frac{N_{0i}}{K} \right) \right) $$

Where $N_{0}$ is the number of times that $x_i = 1$ while $N_{1}$ is the number of times that $x_i = 0$ among the stimuli patterns, and $K$ is the number the stimuli achieved by the generator. The result of $E(X)$ is the average of the entropy for all the variables involved in the stimuli. The formula gives values that range from 0
to 1, where bigger value indicates higher quality of the distribution, i.e. an even distribution of ones and zeroes. Because of the input constraints, it might not achieve the biggest value in the most cases, but still can evaluate the quality of the distribution properly.

All the experiments were completed on the Intel Xeon 3GHz CPU with 6G RAM. Considering the randomization, we run each benchmark 10 times independently and get the average CPU time and evaluation values at last. The experimental results are listed in Table 1. The first column is the test cases in ISCAS89. ".1" in the name of the "s1238.1" means that bench "s1238" was expanded for 1 time-frame, and so on. Columns named "#var" and "#els" are the numbers of the variables and clauses in the test bench. The columns left in the table in order from left are: the time and the average entropy respectively for DPLL-based random method, XOR constraints method and our SGST. We supposed number of the stimuli is 16. According to the result in the Table 1; the average entropy of our algorithm is quite more than other methods. Our time is a little more than XOR because of the recovery move in the strategy.

<table>
<thead>
<tr>
<th>Test case</th>
<th>#var</th>
<th>#els</th>
<th>DPLL</th>
<th>XOR</th>
<th>SGST</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1238.1</td>
<td>540</td>
<td>1549</td>
<td>0.15</td>
<td>0.23</td>
<td>1.89</td>
</tr>
<tr>
<td>s1423.1</td>
<td>748</td>
<td>1821</td>
<td>0.17</td>
<td>0.27</td>
<td>1.11</td>
</tr>
<tr>
<td>s1196.2</td>
<td>1104</td>
<td>3076</td>
<td>0.22</td>
<td>0.37</td>
<td>2.29</td>
</tr>
<tr>
<td>s1238.2</td>
<td>1062</td>
<td>3098</td>
<td>0.20</td>
<td>0.36</td>
<td>2.95</td>
</tr>
<tr>
<td>s27.10</td>
<td>143</td>
<td>280</td>
<td>0.11</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>s344.10</td>
<td>1705</td>
<td>4290</td>
<td>0.28</td>
<td>0.49</td>
<td>2.68</td>
</tr>
<tr>
<td>s349.10</td>
<td>1715</td>
<td>4340</td>
<td>0.28</td>
<td>0.49</td>
<td>2.88</td>
</tr>
<tr>
<td>s382.10</td>
<td>1631</td>
<td>4640</td>
<td>0.28</td>
<td>0.50</td>
<td>5.23</td>
</tr>
</tbody>
</table>

5. Conclusion

The quality of the distribution and efficiency of the stimulus generation are dual challenges in the verification flow. We proposed a self-tuning generation framework with affinity grouping and the greedy search strategy for the constrained random simulation. The input variable is grouped according to the constraints affinity in order to be handled by the greedy search for the global optimization problem. The experimental results show that our methods described in this paper can provide a stimulus generation with good performance and high uniform distribution.

In the future, we will apply the algorithm to the more practical cases and focus on the research of adding feedback from the coverage analysis in order to dynamically gain a desired distribution.
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